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When Self-Censorship Norms Backfire: The Manufacturing
of Positive Communication and Its Ironic Consequences

for the Perceptions of Groups

Lucian Gideon Conway, III, Amanda Salcido, Laura Janelle Gornick, Kate Ashley Bongard,
Meghan A. Moran, and Chelsea Burfiend

The University of Montana

Do norms compelling self-censorship of negative communication work? An attributional
analysis suggests that awareness of self-censorship norms causes people to be suspicious
of other people’s positive communications about groups, thus causing the norms to back-
fire. Three studies tested this informational contamination hypothesis. Participants read
stories in which they imagined that some friends’ conversations painted a particular fra-
ternity in a good light. Results from all three studies revealed that when participants were
exposed to a cue encouraging self-censorship—the presence of a member of the talked-
about fraternity—this self-censorship norm backfired, instead leading them to talk
disparagingly about the fraternity in a different context. Mediation analyses implicate
an informational contamination explanation for the backfiring effect more so than a
reactance-based explanation.

People often don’t say what they are really thinking. A
woman might tell a date that she really likes his new
leather jacket even though she privately hates it. Later
that evening, they might both tell the waiter that they
liked the food even though it was cold and poorly
prepared.

People often don’t say what they are really thinking
about leather jackets and undercooked food because
they want to conceal a negative opinion that might cause
themselves or others discomfort. Indeed, much research
illustrates that people are often motivated to present
themselves in a light that does not fully represent
their real opinions and that these self-presentational
concerns have multiple consequences (e.g., Arkin,
Gabrenya, Appelman, & Cochran, 1979; Baumgardner,
1991; Conway et al., 2008; Feldman, Forrest, & Happ,
2002; Kolditz & Arkin, 1982; Schaller & Conway,
1999; Tyler & Feldman, 2005).

SELF-CENSORSHIP OF GROUP-RELATED
COMMUNICATION: ‘‘POLITICAL

CORRECTNESS’’ NORMS

Political correctness is a term applied to language, ideas,
policies, or behavior seen as seeking to minimize offense
to gender, racial, cultural, disabled, aged or other iden-
tity groups. (Wikipedia, 2008)

These self-presentational concerns are especially strong
when the concealed opinion might cast a negative sha-
dow over an ethnic, gender, or political group. Indeed,
as implied in the quote just presented, an extremely
powerful set of norms governing disparaging references
to groups has emerged in modern North American
society. This set of norms, often called political correct-
ness (or PC) norms, explicitly attempts to remove nega-
tive group-relevant language. As a result, in situations
where the norms are in evidence, they create a particu-
larly strong motive for self-censorship. Even when
people may really believe that a female manager is not
very talented, they are especially unlikely to give her a
negative review—for fear that it will violate the norm.

Although much derided (indeed, the very term politi-
cal correctness has come to have a negative connotation,
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often referring particularly to cases where it seems to
have gone overboard), few academics would disagree
that the practical goal of the PC movement is well-aimed.
The movement explicitly seeks to reduce unwarranted
negative stereotypes of often disadvantaged groups. We
applaud the goal. But it is a further question to ask: Will
the PC movement achieve that goal?

The purpose of this article is to discuss the applied con-
sequences of such self-censorship norms on the ultimate
contents of group stereotypes. We review reasons why
these norms might work, and some additional reasons
why they might not work so well. Then we report a criti-
cal test of the two ideas that illuminates a context in which
making self-censorship norms salient actually backfires,
resulting in more disparaging remarks about the group.

WHY SELF-CENSORSHIP NORMS MIGHT
SUCCEED: A COMMUNICABILITY

PERSPECTIVE

Some theory and research suggests that self-censorship
norms may succeed in reducing unwarranted negative
stereotypes. One perspective, for example, suggests that
stereotypes are like viruses: They spread because they
are highly communicable, and they die out when they
cannot be communicated from host to host (e.g.,
Conway & Schaller, 2007). Thus, pressures that make
negative stereotypes harder to talk about (as self-
censorship pressures do) may necessarily reduce their
chance of survival. For example, Schaller and Conway
(1999) demonstrated that when subtle pressure exists to
talk in a positive light about groups, persons not only
comply with the pressure and talk more positively, but
also form more positive stereotypes as a result of these
positive interactions. The impact of communication on
stereotypes isn’t just a laboratory phenomenon, either:
Other work suggests that the development of stereotypes
of real ethnic groups over a 60-year period was shaped by
how likely persons were to talk about various stereotypic
traits (Schaller, Conway, & Tanchuk, 2002). This evi-
dence cumulatively suggests that if norms exist encoura-
ging people to talk positively about groups, people will
indeed talk—and eventually believe—more positively
about groups. Thus, making such self-censorship norms
salient may inevitably lead to an increase in the overall
positivity of group-relevant communication and beliefs.

WHY SELF-CENSORSHIP NORMS MIGHT
BACKFIRE: AN ATTRIBUTIONAL

PERSPECTIVE

Although it is almost certainly true that invoking a
self-censorship norm will make people more likely to

communicate positively in the immediate circumstance,
it may (sometimes less obviously, but no less impor-
tantly) have other, more insidious consequences as well.
For people do more than talk during conversations; they
also hear others talk as well. What are the consequences
of self-censorship norm salience for the listeners?

An attributional perspective suggests an answer
(Conway & Schaller, 2005). When perceivers believe that
others’ expressed opinions are constrained by the opera-
tion of a social norm or other external constraints, they
are less likely to attribute those expressions to those
others’ actual opinions (Conway & Schaller, 2005; Fein,
1996; Fein, Hilton, & Miller, 1990; Harkins & Petty,
1987; Pryor, Rholes, Ruble, & Kriss, 1984; Wilder,
1977; see also Gurevitch, 1985). For example, when
observers believe that others are expressing an opinion
because they were commanded to do so by an authority
figure, observers don’t believe their opinion is sincere—
and as a result are less likely to obey the authority’s com-
mand themselves (for evidence from business scenarios,
see Conway & Schaller, 2005). The informational value
of the expressed opinions we hear from others becomes
contaminated by the authority figure’s command.

Similarly, a norm imploring us to censor our own
words about groups may cause us to indeed censor
our words, but it also may cause us to question (where
otherwise we would not have questioned) the legitimacy
of other people’s expressed positive opinions about
those same groups. It contaminates any subsequently
positive opinions we may hear expressed, and it does
so even if those opinions of others may have been per-
fectly genuine. For example, a set of friends might be
talking positively about a particular fraternity because
they actually all think the fraternity is great. All else
being equal, someone listening to that conversation
would—due to the power of a consensually expressed
opinion—be persuaded to think the fraternity is more
positive than they had previously believed, and as a
result the observer would be more likely to express a
positive opinion of the fraternity themselves if later
given the chance. But if the observer becomes aware that
a member of the fraternity was present during the origi-
nal conversation—suggesting that the social norm for
self-censorship about groups was particularly salient—
they may believe instead that no one really believes posi-
tively about the fraternity after all (‘‘They just felt like
they had to say that; they didn’t mean it’’). Given the
opportunity later in a different context, this observer
might talk more disparagingly about the group than
they otherwise would have. As a result, the salience of
a self-censorship norm can actually lead to more
disparaging talk about the group.

In a sense, a self-censorship norm, like the command
of an authority figure (Conway & Schaller, 2005), is a
double-edged sword: It artificially creates a positive
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consensus among people who feel immediately
compelled to comply with the norm, but it also
undermines the psychological power of that positive
consensus in the minds of others who perceive their opi-
nions. As a means of reducing negative stereotypes,
then, self-censorship norms may backfire by contami-
nating the informational value of positive communica-
tions, and thus making those communications less
compelling.

Emotional Versus Informational Reasons for
Deviance: Reactance Theory and Attribution

One of the implications of this perspective is that
pressures to conform to group norms can backfire
because they contaminate the subsequently communi-
cated information. Of course, such conformity pressures
can backfire for a number of reasons that have nothing
to do with informational contamination (Knowles &
Linn, 2004). Perhaps the most prominent example is
found in psychological reactance theory (e.g., Brehm,
1966; Crawford, McConnell, Lewis, & Sherman, 2002;
Fuegen & Brehm, 2004). Real or perceived pressure
from others to engage in a particular behavior often
causes us to feel a loss of our personal freedom to
choose. Freedom of choice is a valued psychological
commodity, and so reactance theory posits that we often
will deviate from others’ expectations—both in belief
and in action—to reassert our right to choose. Thus, like
the attibutional model, reactance theory also predicts
that under some circumstances a norm compelling us
to engage in a shared behavior will inspire deviance.

Although predicting some of the same outcomes, the
reactance and attributional approaches provide quite
different accounts of the origins of such normative
deviance. The reactance approach is a more purely
affect-driven account of deviance (Knowles & Linn,
2004). The attribution approach, in contrast, is more
purely cognitive: It suggests that persons deviate
because of factors that contaminate the informational
value on which the influence of others is built. No
feeling of reactance—indeed, no feeling at all—is
necessary for this contamination to occur (Conway &
Schaller, 2005).

These two possible processes are psychologically
distinct, and so are not necessarily ‘‘competing’’ expla-
nations. The present studies are designed primarily to
test hypotheses derived from the attributional approach.
Supportive results, of course, cannot imply that norms
do not ever backfire for emotion-based responses such
as reactance. Affective processes are clearly important
in understanding the origins of deviant behavior.
But even important psychological processes are not
all-encompassing; the operation of attributional pro-
cesses may explain deviance phenomena that reactance

(and other affective processes) cannot (see Conway &
Schaller, 2005). Indeed, to test the unique predictive
validity of the two approaches in our own work, in
Study 3 we include measurements of both informational
contamination and reactance. As we see, although
both approaches have mediation power, the informa-
tional contamination processes account for more unique
variance.

Possible Moderating Variables

Although self-censorship norms may backfire, the attri-
butional model does not necessarily suggest that this will
occur in all circumstances. We test two potential moder-
ating variables in the present work. Study 1 tested the
moderating power of cognitive load, whereas Study 3
tested the moderating power of the immediate presence
of the self-censorship cue. As we see, although (consis-
tent with the informational contamination hypothesis)
all three studies showed a backfiring effect of the self-
censorship cue, neither moderator approached statistical
significance. Of interest, mediation analyses suggest that
informational contamination in some sense was so
powerful that it simply overrode these potential modera-
tors in these contexts.

RATIONALE AND OVERVIEW OF THE
PRESENT STUDIES

In Studies 1 to 3, we aim first and foremost to provide
evidence that, in spite of the obvious pressures that might
lead self-censorship norms to reduce negativity, attribu-
tional processes can cause self-censorship norms to lead
to more expression of negative opinions of groups. We
thus set up a circumstance in all three studies reported
here where the attributional model would predict exactly
this kind of backfiring effect. We applied a scenario
methodology similar to that used in previous attribution
research (Conway & Schaller, 2005; Fosterling, 1989;
Hewstone & Jaspars, 1987; Kelley, 1967; McArthur,
1972), previous stereotyping research (e.g., Alexander,
Brewer, & Herrmann, 1999; Eagly & Wood, 1982), and
prior specific research on our targeted ‘‘stereotyped’’
group, fraternities (Drout & Corsoro, 2003; Indick,
2003; Miles & Naumann, 2003). Participants in our
studies read a short story about a group of university
friends who are discussing a campus fraternity in a posi-
tive manner. All three studies contained a manipulation
(to which the experimenter was blind) pertaining to the
degree that a self-censorship norm was salient: Whether
a member of the fraternity was present or absent during
this discussion. We reasoned that the presence of the
talked-about fraternity member would heighten partici-
pants’ recognition that it was socially inappropriate to
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talk badly about the fraternity in that context. Later in
the story, the participants’ ‘‘character’’ was talking to
another friend, and participants were asked to complete
(open-ended and rating scale) measures indicating what
they would communicate to this other friend about the
fraternity if they themselves were in this situation.
Participants in all studies also completed measures
relevant to their attributions about why the popularly
expressed opinion that the ‘‘fraternity is great’’ existed,
and (in Study 3) about the degree to which they felt
reactance.

Based on the attributional model, we expected that
(under the right circumstances) the presence of the
self-censorship cue would backfire, ultimately making
communication more negative. We also expected that
this backfiring effect would be accounted for in part
by the attributions that participants made concerning
why others had communicated positively about the
group in the first place. Thus, after we present all three
studies here, we present some pooled mediation analyses
concerning the degree to which our attribution measures
(as well as reactance measures) accounted for the key
backfiring effect.

STUDY 1

Overview

Study 1 participants read a short scenario in which
they imagined themselves listening to a group of
friends talking. This group of friends talks in a positive
manner about a campus fraternity (the actually
fictitious ‘‘Sigma Sigma Sigma’’ fraternity). Before they
do so, a person is introduced to the group as either a
member of the talked-about fraternity (Self-Censorship
Cue Present) or an already-known member of the circle
of friends (Cue Absent condition). Participants are
then asked what they would communicate about the
group to a different friend in another context. Further,
previous research (Conway & Schaller, 2005, Study 5)
suggests that other ironic effects associated with attri-
butions about consensus require the availability of
cognitive resources; when such resources were lessened
through a distraction task, participants did not show
the key effect. Although the relationship between
effortful thinking and group perceptions can be com-
plicated (see, e.g., Gilbert & Hixon, 1991; Wegener,
Clark, & Petty, 2006), the present study manipulated
cognitive load to see if it similarly moderated the
backfiring effect.

As we report later, Study 1 did provide strong
support for the basic backfiring effect but showed no
moderating impact of cognitive load. We further address
these issues in the discussion.

Method

Participants

Two hundred fifteen introductory psychology
students at Indiana State University participated for
course credit in several mass testing sessions. Sixteen
participants who did not make an effort to memorize
the eight-digit number were dropped, leaving 199 for
final analyses (inclusion of these additional participants
does not change any of the results reported later, either
descriptively or inferentially).

Stories

Participants were randomly assigned to read one of
two stories (either the self-censorship cue present story
or the cue absent story). Regardless of condition, parti-
cipants were asked to imagine themselves in a scenario
(described later) and to think about what they would
say or do if they were in this scenario.

Introduction. All participants were asked to imagine
overhearing a conversation between a group of friends
in the University Center. This introduction emphasized
how diverse the set of friends appeared to be and how
unusual it is for them all to agree on any one topic.
The primary goal for this segment was to ensure that
the resulting expressed opinion cannot be easily attribu-
ted to some commonly shared background or personal-
ity trait.

Self-censorship cue. After the story introduction,
the group in the scenario was always introduced to
‘‘Mary’s’’ friend ‘‘Steve.’’ The self-censorship manipula-
tion pertained to whether Steve was described as a
member of the fraternity itself or as a regular member
of the circle of friends. In particular, self-censorship
cue participants read the following:

‘‘Oh, hi, Mary. Glad you could come,’’ said Jim. ‘‘Who’s
your friend?’’

Mary introduced the new guy. ‘‘Hey, everyone,’’
Mary said, ‘‘I’d like you to meet my new friend Steve.
I don’t think any of you have met him before. Steve’s
a member of the Sigma Sigma Sigma Fraternity.’’

It was obvious that, in fact, none of them had ever
met Steve before. After introductions had been made,
Jim picked up the conversation he had started.

However, no cue participants read the following:

‘‘Oh, hi, Mary. Glad you could come,’’ said Jim. ‘‘And
hi Steve.’’

It was obvious that both Mary and Steve were
well-known to everyone in the group. After they all said
hello, Jim picked up the conversation he had started.
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Cognitive load manipulation. In addition, cognitive
load was manipulated in a manner similar to previous
research (e.g., Conway & Schaller, 2005). Half of the
participants received written directions instructing them
to try to remember a given eight-digit number as they
read the story. The other half of participants did not
receive these directions.

Dependent and Attribution Measures

Free response measures. Immediately after read-
ing the story, participants were asked to complete two
free response questions. The first question, used to assess
disparaging communication intent, was, ‘‘If you had
experienced the preceding scenario, what do you think
you would say to your friend about the Sigma Sigma
Sigma Fraternity in this situation? Write out a response
to your friend.’’ These responses were coded, blind to
condition, along a bipolar dimension using a 1-to-9 scale.
These ratings answered the question, ‘‘How positive=
intelligent does this response suggest the Sigma Sigma
Sigma fraternity is?’’ where 1 (very negative=dumb) to 9
(very positive=intelligent), and 5 (an equal combination
of the two).

The second question, ‘‘Why do you think Bill’s group
of friends all expressed the same opinion toward the
Sigma Sigma Sigma fraternity?’’ assessed attributions
about consensus. These were coded, blind to condition,
on a bipolar dimension using a 1-to-9 scale. These
ratings answered the question, ‘‘How much is the shared
opinion that the Sigma Sigma Sigma fraternity is intelli-
gent attributed to actual reality (or the real experience of
group members) versus social influence (e.g., presence of
the fraternity member, group members’ influence)?’’
from 1 (social influence) to 9 (reality), with 5 (an equal
combination of the two).

For each of these two items, a second coder scored a
small subset of the responses; the two coders’ ratings
were highly correlated for both communication intent
(r¼ .93) and attributions (r¼ .98).

Nine-point rating scales. In addition to these free
response questions, other questions (9-point rating
scales) assessing both communication intentions and
attributions were completed by participants. Some of
these questions pertained to participants’ likelihood of
expressing specific views of the Sigma Sigma Sigma
fraternity to their friend: For example, ‘‘How likely is
it that you would tell your friend that the Sigma Sigma
Sigma Fraternity members are really intelligent?’’
Similar questions were completed relevant to communi-
cating ‘‘not very intelligent,’’ ‘‘aggressive,’’ ‘‘positive,’’
and ‘‘negative’’ impressions of the fraternity.

An additional set of items that pertained to attributions
about consensus also was completed by participants: For

example, ‘‘Based on the story, to what degree do you
think the fact that the circle of people in the story all
agreed when they expressed their opinion of the Sigma
Sigma Sigma Fraternity is because that’s what they really
believed?’’ Similar questions asked participants to what
degree they attributed the circle of friends’ agreement to
the real opinions of group members, concern about out-
wardly saying negative things, and conformity processes,
respectively.

Construction of Measures

Disparaging communication intent. There was a
general tendency for the measures of communication
intent to be correlated with each other. To create a gen-
eral summary measure of overall communication intent,
all seven measures of communication intent (one free
response intelligence=positivity item, three 9-point intel-
ligence items, two 9-point general positivity items, and
one 9-point aggressive item), were converted to z scores,
reversed scored (when necessary) so that higher scores
always represented more negative communication
intent, and averaged (for these scores, intelligence was
always treated as a positive trait and aggressive as a
negative trait; see Rothbart & Park, 1986; Schaller &
Conway, 1999). This disparaging discussion intent score
(standardized a¼ .81) represented the degree that
participants reported that they would communicate a
negative impression of the Sigma Sigma Sigma frater-
nity to their friend in the story and served as the primary
dependent measure in the analyses.

Attributions. Last, an attribution z score composite
was created from the five measures that were relevant
to attributions about the communications amongst the
circle of friends. When necessary, items were reversed
scored so that higher numbers always meant more
suspicion of external influences. This composite
(standardized a¼ .71) represented the degree that per-
sons attributed the agreement of the friends to external
influences that do not represent persons’ actual experi-
ence with group members. This attribution composite
served as the primary mediator in the mediation
analyses (see pooled analyses after Study 3).

Results

Primary analyses were conducted within a 2
(self-censorship cue: yes or no)� 2 (cognitive load: high
or low) design.

Attributions

The Self-Censorship manipulation had its intended
effect on attributions. Consistent with expectations,
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participants were more likely to attribute the positive
statements about the Sigma Sigma Sigma fraternity to
something other than the communicators’ real beliefs
when a fraternity member was present (M¼ .21) than
when he was absent (M¼�.21), F(1, 195)¼ 8.90,
p< .001. Thus, the presence of the fraternity member
made people more suspicious of the positive statements
others made about his fraternity.

A main effect emerged for cognitive load as well: Par-
ticipants were more suspicious of the positive statements
of others in no load than in load conditions (p¼ .022);
thus, load made participants less likely to question the
sincerity of others’ expressed opinions. However, no
Load�Cue interaction emerged (p> .73). Please see
Table 1.

Disparaging Discussion

Analyses of the primary dependent measure yielded
results consistent with the informational contamination
hypothesis. In particular, a main effect emerged for
self-censorship cue: Participants were more likely to
later talk disparagingly about the fraternity when a
fraternity member was present at the initial discussion
(M¼ .12) than when he was absent (M¼�.09), F(1,
195)¼ 4.53, p¼ .035, effect size (Pearson’s r)¼ .14. No
main effect of cognitive load, or a Load�Cue interac-
tion, emerged (ps> .41). See Table 1.

Discussion

Study 1 provided initial evidence that a self-censorship
norm can backfire. Instead of producing (in line with
its intent) more positive discussions about groups, a sali-
ent self-censorship norm ironically produced more dis-
paraging communication.

It was anticipated, based on previous research
(Conway & Schaller, 2005, Study 5), that the backfiring
effect would be weakened when participants were under
cognitive load. However, whether or not participants
were under cognitive load, the self-censorship cue

increased the amount of disparaging discussion. Why
might this be? One possibility for why participants’ final
judgments were more impacted by cognitive load in pre-
vious work is that, in that work, the ultimate judgment
was a more difficult cognitive task. In previous work,
participants had to report their likelihood of a final deci-
sion between two different systems, whereas in the pre-
sent study participants had to report only what they
would say about one talked-about group. Not only does
the first scenario involve more categories to consider
(two vs. one), it also may be cognitively ‘‘farther away’’
from the attributional judgment serving as the basis for
the backfiring effect. As a result, cognitive load may
have interfered with these judgments in prior work,
but because the judgment required in the current work
is cognitively ‘‘easier,’’ participants may have still been
able to perform it identically in load (vs. no load) condi-
tions.

At any rate, whatever the reason for cognitive load’s
lack of moderation of the key effect, it serves as a poten-
tial qualifier on previous research; the interactive effect
of cognitive load and attributional cues relevant to con-
sensus may not be particularly robust. Of course, this
qualifier does not in any way undermine the consistent
ironic effects across vastly different domains that con-
sidering attributions about consensus has produced.

STUDY 2

One possible interpretation of the results of Study 1
presented is that it is the presence of a stranger, and
not the presence of a fraternity member specifically, that
causes the backfiring effect. Although this would not be
inconsistent with the current informational contamina-
tion approach (anything that possibly heightens one’s
sense of self-censorship norms ought to invoke a back-
firing effect potential), it is worth understanding the
exact locus of the effect. To that end, Study 2 adds an
additional control condition where the person intro-
duced to the group is a stranger but not a member of
the talked-about fraternity.

Overview

Study 2 was identical to Study 1 in most respects. Three
changes were evident. First, instead of experiencing a
fully first-person scenario, participants read about a
character (‘‘Bill’’) who is placed in a scenario virtually
identical to the scenario from Study 1. Participants were
instructed to ‘‘place themselves in Bill’s shoes’’ and sub-
sequently answered all questions as if they were in the
scenario in Bill’s place. Functionally, this is the same
as placing themselves in the scenario (as in Study 1)—
and, in fact, results demonstrated an identical pattern.

TABLE 1

Study 1: Effects of Self-Censorship Cue and Cognitive Load on

Attributions and Disparaging Communication Relevant to the

Fraternity

No Load Load

No Cue Cue No Cue Cue

Attribution �.13 .33 �.31 .08

Disparaging Communication �.04 .14 �.15 .09

Note. N¼ 199. Higher scores on attribution measure¼more suspi-

cion of informational contamination; higher scores on disparaging

communication¼more intent to communicate negatively about the

fraternity.
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Second, Study 2 did not include a cognitive load
manipulation. Third, Study 2 added an additional
control condition: In addition to the cue condition where
a Sigma Sigma Sigma fraternity member is present at the
initial conversation and the no cue=friend condition
where a friend is present, the present study also included
a no cue=stranger condition where a person who is
neither a member of the fraternity nor a friend of the
group is present.

Method

Participants

Fifty-one participants from the University of British
Columbia participated in the study for course credit.

Stories

Participants were randomly assigned to read one of
three stories designed to match each of the three condi-
tions. These stories were virtually identical to Study 1,
including an overview of the diversity of the group,
the information about the Sigma Sigma Sigma frater-
nity, and the subsequent conversation.

The cue and the no cue=friend conditions were
virtually identical to those from Study 1. In the no
cue=stranger condition, participants read that the new
person (‘‘Steve’’) introduced to the group and present
during the subsequent conversation is a stranger who
is a member of the ‘‘University Golf Club.’’

This no cue=stranger condition allows finer distinctions
to be made as to the exact locus of any emergent effect of
the self-censorship cue. In particular, it allows us to disen-
tangle whether any emergent difference between the no
cue=friend and cue conditions is due to the presence of
a stranger in general, versus the specific presence of a
stranger in the fraternity under discussion in the story.

Dependent and Attribution Measures

All dependent and attribution measures were identi-
cal to those in Study 1, with the exceptions that (a) they
were adapted to the perspective-taking of the story (e.g.,
‘‘if you were in Bill’s shoes, what would you have said to
your friend?’’) and (b) one (out of seven) of the 9-point
rating scales for disparaging discussion was not used. As
before, the two free response tasks were coded for com-
munication negativity and attribution content, and
interrater reliability was satisfactory (reliabilities¼ .80
and .87). Composite measures were also constructed in
a manner identical to the previous studies: A measure
representing participants’ attributions about consensus
(standardized a¼ .87) and a measure representing parti-
cipants’ disparaging discussion intent with respect to the
fraternity (standardized a¼ .74).

Results

Analytic Strategy

Two parallel sets of analyses are presented below.
First, one-way analyses of variance (ANOVAs) that
reveal the omnibus likelihood that differences among
any of the three conditions would have emerged due
to sampling error are presented. Second, to directly
replicate the effect from Study 1, a more focused
planned comparison between the cue and no cue=friend
conditions is also presented. Equally as importantly, the
descriptive pattern of results with respect to the no cue=
stranger condition will help us understand the precise
locus of the self-censorship cue’s effect.

Attributions

The self-censorship cue manipulation had its
intended effect on attributional processes. A one-way
ANOVA revealed that the mean differences emerging
between the three conditions were not likely due to sam-
pling error, F(2, 48)¼ 7.90, p< .001. A planned compar-
ison between the cue and no cue=friend conditions
revealed that, as expected, participants in cue conditions
reported more attributional contamination (M¼ .46)
than persons in the no cue=friend (M¼�.08) condition,
t(31)¼ 2.11, p¼ .022, one-tailed. Consistent with the
idea that the specific presence of the fraternity member
is necessary to create attributional suspicion, the no
cue=stranger condition did not show high scores for
attributional contamination (indeed, it showed the
lowest score of any condition, M¼�.48).

Disparaging Discussion

The self-censorship cue manipulation had its
intended effect on communication intent. Although the
overall ANOVA showed a weak effect of the cue manip-
ulation (one-way ANOVA), F(2, 48)¼ 1.27, p¼ .292,
the planned comparison between the Cue (M¼ .21)
and no cue=friend (M¼� .13) conditions revealed a
relatively small likelihood that the difference between
these two conditions resulted solely from sampling
error, t(31)¼ 1.63, p¼ .057, one-tailed, with an effect
size even larger than in Study 1 (Pearson’s r¼ .28). As
with the attribution measure, the no cue=stranger
(M¼�.07) condition showed a pattern of results closer
to the no cue=friend condition than to the cue condition.

Discussion

Study 2 again offered support for the main conceptual
hypothesis: As in Study 1, participants who heard a
positive consensual view presented of the fraternity were
more likely to subsequently disparage the group when
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an implicit norm to censor negative communication had
existed in the original context. In addition, it appears
that the self-censorship cue’s backfiring effect requires,
not merely that a stranger is present for the discussion,
but that a stranger who is a member of the stereotyped
group is present. Thus, it is not just the presence of any
stranger, but rather the specific presence of a member of
the group, that activates the self-censorship norm.

STUDY 3

Overview

Studies 1 and 2 provided evidence that, under the right
circumstances, activating a norm designed to make
persons censor their negative communications about a
group can actually backfire, producing more dispara-
ging communication instead. Study 3 aimed to build
on this conclusion by (a) replicating the key backfiring
effect, (b) incorporating a reactance measure to deter-
mine the degree that reactance mediates this effect (see
pooled analyses after Study 3 results), and (c) including
a manipulation of the immediate presence of the frater-
nity member when participants make their communica-
tion ratings. Intuitively, one would expect the backfiring
effect to be attenuated when persons still feel they are
directly in the presence of the self-censorship cue (thus
feeling the pressure to abide by it at that moment), in
the same way that an authority figure’s presence attenu-
ates effects based on informational contamination.

Method

Participants

Three hundred introductory psychology students at
the University of Montana participated for course credit
in several mass testing sessions.

Stories and Self-Censorship Cue Manipulation

Participants were randomly assigned to read one of
four stories designed to match a 2 (self-censorship cue:
present or absent)� 2 (immediate presence of cue: yes
or no) design. These stories were virtually identical to
those used in Study 1. In addition, the self-censorship
cue manipulation was identical to that from Study 1,
with participants in cue present conditions hearing a
conversation that took place in the presence of a mem-
ber of the talked-about fraternity, whereas cue absent
conditions heard a conversation that occurred in the
presence of a mutual friend.

The Immediate Presence Manipulation

At the end of the story, participants were asked to
communicate their own impressions of the fraternity

to another person (described as their own friend in the
scenario). We manipulated the context within which this
communication occurred. In the immediate presence
condition, participants read the following:

Just then, as you were listening, imagine that you were
startled when another person who had just joined the
group called out your name. It was a friend of yours that
you knew pretty well. ‘‘Hey, come over here!’’ said your
friend. As you walk up, your friend – in the presence of
everyone in the group you had been ‘‘eavesdropping’’
on, all of whom were now listening only to you–asks
you ‘‘What do you think of the Sigma Sigma Sigma
fraternity?’’

In the no immediate presence condition, participants
read the following:

Later that week, imagine you were talking to a friend of
yours that you knew pretty well. You and your friend
began to talk about various organizations on campus.
At one point your friend asks you, ‘‘What do you think
of the Sigma Sigma Sigma fraternity?’’

Dependent, Attribution, and Reactance Measures

All dependent and attribution measures were identical
to those in Studies 1 and 2. As before, the two free
response tasks were coded for negativity and attribution
content, and interrater reliability was satisfactory
(reliabilities¼ .79 and .96). Composite measures were
also constructed in a manner identical to the previous
studies: A measure representing participants’ attributions
about consensus (standardized a¼ .83) and a measure
representing participants’ disparaging discussion intent
with respect to the fraternity (standardized a¼ .70).

Further, in Study 3, after completing the other mea-
sures, participants also completed three questions perti-
nent to reactance adapted directly from prior research
(Conway& Schaller, 2005). For example, ‘‘To what degree
did some part of the scenario make you feel as if someone
was trying to take away your freedom to do (or believe)
exactly as you wished?’’ Participants were asked similar
questions about how much they felt some part of the sce-
nario made them want to do the opposite of implied social
pressure to show people that they could not be told what
to do, and to what degree the scenario made them upset
that someone else tried to impose their will on the partici-
pant. These questions were averaged to form a reactance
composite measure (standardized a¼ .75).

Results

Primary analyses were conducted within a 2
(self-censorship cue: yes or no)� 2 (immediate presence:
yes or no) design.
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Attributions

The self-censorship manipulation again had its
intended effect on attributions. Consistent with expecta-
tions, participants were more likely to attribute the posi-
tive statements about the Sigma Sigma Sigma fraternity
to something other than the communicators’ real beliefs
when a fraternity member was present (M¼ .28) than
when he was absent (M¼�.28), F(1, 296)¼ 43.68,
p< .001. Thus, the presence of the fraternity member
made people more suspicious of the positive statements
others made about his fraternity.

A marginal main effect emerged for immediate
presence as well: Participants were more suspicious of
the positive statements of others in immediate presence
(M¼ .07) than in no immediate presence (M¼�.08)
conditions (p¼ .072); thus, being forced to speak in
the immediate presence of others made participants
more likely to question the sincerity of others’ expressed
opinions. However, no Presence�Cue interaction
emerged (p> .45). Please see Table 2.

Disparaging Discussion

Analyses of the primary dependent measure yielded
results consistent with Studies 1 and 2. In particular, a
main effect emerged for self-censorship cue: Participants
were more likely to talk disparagingly about the frater-
nity when the cue was present at the initial discussion
(M¼ .09) than when it was absent (M¼�.09), F(1,
296)¼ 6.69, p¼ .010, effect size (Pearson’s r)¼ .15. No
main effect of immediate presence, nor a Presence�Cue
Cue interaction, emerged (ps> .16). See Table 2.

Discussion

Results were consistent with Studies 1 and 2, again demon-
strating the key backfiring effect: A cue that ostensibly

should produce less disparaging communication instead
produced more such communication. Of interest, the
immediate presence of the cue did not significantly
moderate the effect.Whymight this be? Themost straight-
forward explanation involves the relative subtlety of the
self-censorship cue. When a fraternity member is present,
participants may be aware of the cue enough to make
attributional corrections about what others are saying
but not concerned enough about it to modify their own
statements overmuch (for a similar discussion, see Conway
& Schaller, 2005).1

To this point, the body of work presented here is
almost entirely consistent with the fact that
self-censorship cues can actually backfire, and that they
do so because they cause a kind of informational con-
tamination. However, an important question relevant
to this proposed causal path remains unanswered: Is
there direct evidence of attributional mediation of the
backfiring effect? It is to these tests that we now turn.

POOLED MEDIATION ANALYSES
(STUDIES 1–3)

We performed pooled mediation analyses on the data
from Studies 1 to 3 to see if attributions about consensus
mediated the effect of the self-censorship cue on dispara-
ging communication. In Studies 1 and 3, we collapsed
across the cognitive load and immediate presence condi-
tions, as they did not moderate the effect in those
studies. Also, in Study 2 we collapsed the two no cue
conditions into one dummy variable, because both no
cue conditions showed similar effects.

These pooled analyses were consistent with hypoth-
eses. Overall, the zero-order correlation between the
self-censorship cue manipulation (coded as 0¼ cue
absent, 1¼ cue present) and the amount of disparaging
communication about the Sigma Sigma Sigma fraternity
was significant r¼ .15, p< .001, one-tailed. However,
when controlling for attributions about consensus,
this relationship was substantially reduced (r¼ .06,
p¼ .078, one-tailed).

TABLE 2

Study 3: Effects of Self-Censorship Cue and Immediate Presence of

Cue on Attributions, Reactance, and Disparaging Communication

Relevant to the Fraternity

No Immediate Presence Immediate Presence

No Cue Cue No Cue Cue

Attribution �.39 .23 �.17 .32

Reactance �.42 .10 �.06 .36

Disparaging

Communication

�.16 .06 �.02 .11

Note. N¼ 300. Higher scores on attribution measure¼more suspi-

cion of informational contamination; higher scores on disparaging

communication¼more intent to communicate negatively about the

fraternity.

1An additional study using a more powerful self-censorship cue

supported this conclusion (Conway & Gornick, 2009). Instead of

manipulating self-censorship norms by including a member of a

talked-about fraternity, this additional study manipulated such norms

by including a professor who was widely known to advocate group

rights. This less subtle manipulation produced a significant backfiring

effect when participants communicated to their other ‘‘friend’’ in a

different context (consistent with Studies 1–3); however, when commu-

nicating in the presence of the professor, this backfiring effect was

attenuated, and the moderation pattern was significant. Thus, the more

obvious and recognizable the cue, the more likely the ‘‘immediate

presence’’ moderating variable will exert its influence.
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Controlling for the self-censorship cue manipulation
did not substantially reduce the size of the relationship
between attributions and disparaging communication
intent (zero-order attribution-disparaging discussion,
r¼ .27, p< .001; when controlling for the manipulation,
r¼ .24, p< .001). Thus, although controlling for attribu-
tions reduced the predictive validity of the manipula-
tion, the reverse was not true. Of importance, a Sobel
z test indicated that this mediational pattern was not
likely due to sampling error (Sobel z¼ 4.86, p< .001).
These results are consistent with our expectation that
attributional processes partially mediate the relationship
between the self-censorship cue and the amount of
disparaging communication. (Analyses performed on
each study separately yielded an identical pattern of
statistically significant mediation.)

Comparing Reactance and Attributions As Mediators

Of course, although this mediational pattern is consis-
tent with the attributional model, it does not rule out
the possibility that more emotion-based processes such
as reactance can account for the present effects. Thus,
we analyzed Study 3 (the only study where we have a
reactance measure directly available) to compare the
mediation power of the two constructs. These analyses
showed that, when considering Study 3 only, attribu-
tions about consensus were still a significant mediator
of the self-censorship—disparaging communication rela-
tionship (zero-order backfiring effect size¼
.15; controlling for attrubutions¼ .07; Sobel’s test
p< .001). These analyses also showed that reactance
was a significant mediator of the same relationship
(zero-order backfiring effect size¼ .15; controlling for
reactance¼ .11; Sobel’s test p¼ .023), although descrip-
tively reactance showed a mediation pattern that was less
strong.

Given that both attributions and reactance showed an
overall pattern of statistically-significant mediation (and
that they were significantly correlated with each other;
r¼ .41, p< .001), we performed some additional tests
of their relative predictive power. First, we computed
(via linear regression) the predictive power of each med-
iation measure on disparaging communication, while
controlling for both the self-censorship cue and the other
mediation measure (so, for reactance, we computed reac-
tance’s ability to predict disparaging communication
while simultaneously entering attributions and the self-
censorship cue as predictors). These results supported
the contention that attributions about consensus were
stronger mediators than reactance in the present set of
results. In particular, attributions about consensus
remained a statistically significant predictor of dispara-
ging communication intent (b¼ .17, p¼ .011), but reac-
tance was no longer a significant predictor (b¼ .10,

p¼ .108). We then computed Sobel’s tests while also
controlling for both mediation variables simultaneously.
These results yielded a significant Sobel’s z test for attri-
butions (while also entering in reactance; z¼ 2.45,
p¼ .014). However, the Sobel’s z test for reactance (while
also entering in attributions) was not significant
(z¼ 1.51, p¼ .131).

Although these tests do not suggest that reactance
played no part in the current study (nor are the differ-
ences between the two mediators that large), they do
provide evidence at the least that something about attri-
butions above and beyond sheer reactance is playing a
direct role in the key backfiring effect.

GENERAL DISCUSSION

Taken together, the results of Studies 1 to 3 provide con-
sistent evidence that norms compelling self-censorship
can backfire and instead cause observers to ultimately
communicate the censored belief. In all studies, a cue
making salient the operation of a self-censorship norm
designed to reduce disparaging communication instead
increased the negativity of subsequent communication.
Also, across all studies, this effect occurred in part
because the salience of the self-censorship norm changed
participants’ attributions about why other persons
communicated favorably about the fraternity in the first
place. Participants were more likely to question the
legitimacy of the shared positive opinion when the
self-censorship norm was salient, thus leading them to
ultimately communicate more disparagingly about the
fraternity.

These results have multiple implications for our
understanding of the potential effectiveness of the use
of speech as a tool to fight negative group perceptions.
We now turn our attention to these implications.

Manufacturing Consensus and Its Consequences

At a broad level, consensus sometimes emerges in groups
both small and large from the ‘‘bottom up,’’ simply as a
result of the dynamics of group interaction, without any
apparent coercion (see Bourgeois, 2002; Conway, 2004;
Conway & Schaller, 1998; Conway, Sexton, & Tweed,
2006; Crandall, 1988; Harton & Bourgeois, 2004; Opp,
1982; Schaller & Conway, 1999, 2001; Tweed & Conway,
2006). Other times, however, group consensus may
emerge from the ‘‘top down’’ as a result of obvious social
or environmental pressures (see, e.g., Berger & Heath,
2005; Berry, 1994; Cavalli-Sforza, 1993; Kitayama
et al., 2006; Milgram, 1974; Vandello & Cohen, 1999).
This susceptibility of popular opinion to social=environ-
mental pressures makes it possible that powerful societal
norms can simply manufacture consensus. If observers
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believe that a powerful societal norm dictates something,
then (all else being equal) those observers will obey.
Thus, the activation of a societal norm encouraging the
censorship of negative communication can potentially
manufacture the appearance of a reduction in negative
beliefs about groups very quickly.

The present scenario results suggest, however, that
this kind of manufactured group consensus may be psy-
chologically fragile. It is possible that people may some-
times comply with the self-censorship norm when it is
salient and strong, thus producing less negative outward
communications about groups; but, in a situation where
the norm is either not salient or not strong enough to
compel public assent, the superficial—and more posi-
tive—consensus collapses. Although of course we can-
not speak directly from our data to what happens with
real shared stereotypes in the real world, our results
do interestingly parallel what often happens beyond
the laboratory. Persons do not feel the same pressure
of self-censorship norms at all times and all places.
The present work suggests that this temporal variance
in the norm’s power has psychological consequences:
Although people doubtless sometimes engage in
self-censorship when they feel like they have to, it never-
theless (silently, but no less importantly) undermines
their ability to personally believe the positive group
communications they might hear. Thus, when they
themselves do not feel directly compelled by the self-
censorship norm, the norm produces a kind of rebound
effect—actually causing more negative beliefs about the
group to be communicated. In this less-public under-
ground of communication, negative beliefs about groups
may grow and flourish. Thus, like work on the impact of
authority figure’s commands in business contexts
(Conway & Schaller, 2005), the present work suggests
a consensus that is manufactured with a specific goal
in mind (in this case, reducing negative communication)
may have poor long-term prospects. As a tool for redu-
cing the overall negativity of group perceptions, overtly
making it salient to persons that they should censor
negative communications may backfire.

After all, it is worth noting that the vast majority of
even the most negatively stereotyped groups have many
positive traits included in their shared stereotypes (see,
e.g., Schaller et al., 2002). So what happens when people
attempt to communicate those popular positive elements
to others? The more salient self-censorship norms
become, the less likely these positive elements will be
believed. Thus, not without irony, it is possible that
PC norms, like the institution of affirmative action
(see Maio & Esses, 1998), the perception of a stereo-
typed group member’s deviance from the stereotype
(see Kunda & Oleson, 1997), or the communication of
increasingly positive information relevant to minority
group members (Collins, Biernat, & Eidelman, 2009),

may sometimes psychologically fertilize the very weed
it seems designed to destroy. In the case of PC norms,
it does so by making it more difficult for persons to
believe—and thus ultimately communicate—any
positive communications they hear about groups.

Limitations and Caveats

This research is not without some limitations as well.
First, these studies used fictitious scenarios. Although
this is not a unique criticism of this work (e.g., most
attribution and many stereotype studies have used some
kind of scenario methodology) and low-external validity
studies have many benefits (see, e.g., Mook, 1983),
future research would do well to examine these processes
in more real-world situations.

Second, some parts of the conceptual story were not
entirely tidy. Cognitive load did not exert its expected
influence on the backfiring effect in Study 1, and,
although theoretically interpretable (see footnote 1),
the immediate presence moderator did not exert its
expected effect in Study 3. Still, taken as a whole pack-
age, we believe that the most plausible account of the
present results is the attribution-based informational
contamination account that inspired Studies 1 to 3.
The present work provides a pattern of results that is
almost entirely consistent with that attributional frame-
work, and the mediation results suggest the plausibility
of an attributional account. And, however interpreted,
these results consistently demonstrate that, under some
predictable circumstances, self-censorship norms may
actually backfire.

ENVOI

How do communication norms affect specific discus-
sions about groups? The attributional model that
inspired the present work encourages us to look beyond
mere commonsense answers. Yes, self-censorship cues
can sometimes lead to less negative communication.
But there is more. Counterintuitively, those very things
that are intended to discourage negative stereotypes
can in fact end up leading to their increase. Just as the
direct command of a business authority figure to engage
in a consensual behavior can lead people to reject the
behavior (Conway & Schaller, 2005), self-censorship
cues can ultimately lead to more communication of
the censored belief. These processes occur, in large part,
because—despite intentions—these cues serve to divorce
the positive communication of others from reality in the
minds of the persons who may be potential carriers of
that belief. Thus, the present approach encourages look-
ing a little deeper at those psychological processes that
determine exactly how people make attributions about
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the group-relevant communications they hear. In doing
so, it may help us better understand why social
movements like political correctness do not appear to
be entirely succeeding.
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