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Overview

This manual advances comprehensive and detailed criteria for assessing the integrative complexity of verbal protocols obtained in both experimental and archival settings.  Integrative complexity is defined in terms of two cognitive structural variables:  differentiation and integration.  Differentiation refers to the perception of different dimensions and/or the taking of different perspectives when considering an issue.  Integration refers to the development of conceptual connections among differentiated dimensions of the stimulus and/or among differentiated perspectives about the stimulus.  It follows that some degree of differentiation is a necessary although not a sufficient condition for integration.


Integrative complexity scoring proceeds on a 1–7 scale.  Scores of 1 indicate no evidence of either differentiation or integration.  The author relies on unidimensional, value-laden, and evaluatively consistent rules for processing information.  Scores of 3 indicate moderate or even high differentiation but no integration.  The author relies on at least two distinct dimensions of judgment, but fails to consider possible conceptual connections between these dimensions.  Scores of 5 indicate moderate to high differentiation and moderate integration.  The author notes the existence of conceptual connections between differentiated dimensions of judgment.  These integrative cognitions can take a variety of forms: the identification of a superordinate category linking two concepts, insights into the shared attributes of differentiated dimensions, the recognition of conflicting goals or value trade-offs, the specification of interactive effects or causes for an event, and the elaboration of possible reasons why reasonable people view the same event in different ways.  Scores of 7 indicate high differentiation and high integration.  A general principle provides a conceptual framework for understanding specific interactions among differentiated dimensions.  This type of systemic analysis yields second-order integration principles that place in context, and perhaps reveal, limits on the generalizability of integration rules that operate at the scale value of 5. Scores of 2, 4, and 6 represent transitional levels in conceptual structure.  Here the dimensions of differentiation and integration are implicit and emergent rather than explicit and fully articulated.


The following progressively more complex examples of economic reasoning illustrate these different levels of conceptual structure: 

Score of 1:
The author perceives only one variable or process at work in determining prices of a commodity:

“Handcrafted furniture is expensive because there are few skilled artisans willing to work at this time-consuming craft.”

Score of 3:
The author recognizes that two independent causal variables – the availability of skilled artisans and the distribution of aesthetic preferences in the general population – affect the price of a commodity:

“Handcrafted furniture is expensive in part because there are few skilled artisans and in part because most people do not have the good taste to appreciate high quality work.”

Score of 5:

The author is aware of how independent causal processes interact to determine the price of a commodity:

“The market value of handcrafted furniture is determined jointly by the willingness of suppliers to produce such products at varying prices and the willingness of buyers to purchase such products at varying prices.  In technical terms, price is the intersection of the supply and demand curves.”

In this case, we have an unusually precise, mathematical specification of the integration rule that links the differentiated causal processes.

Score of 7:
The author is aware not only of the operation of multiple causal forces, but also of complex linkages or interdependencies among those forces:

“The market value of handcrafted furniture is determined jointly by the willingness of suppliers to produce such products at varying prices and the willingness of buyers to purchase such products at varying prices.  In technical terms, price is the intersection of the supply and demand curves.  Many factors affect exactly where that intersection point lies.  For example, in periods of economic recession, demand falls sharply because people turn to less aesthetically appealing, but more functional, forms of furniture.  Many artisans are thrown out of work.  In periods of prosperity, the opposite pattern of preferences emerges.  The result may be a costly bidding war for handcrafted furniture.  However, markets usually do return to equilibrium – either as a result of shortages pushing prices up and making it more profitable for artisans to return to work or as a result of high prices forcing buyers out of the market and reducing aggregate demand.”

In this example, we have not only a precise statement of the integration rule that links differentiated causal processes, but also precise statements of second-order integration rules that specify: 

(a) how the operation of the original integration rule depends on general macroeconomic conditions; (b) why markets – as a result of buyer-seller feedback loops – usually eventually return to equilibrium.


Naturally, most material that is scored for complexity does not fit into a straightforward hierarchical sequence (such as the above) in which each scale value can be neatly nested within the next higher scale value.  The assessment of differentiation and integration is usually a much more complex enterprise.  Furthermore, an increment in content does not always imply a corresponding increment in structural complexity.  It is possible to speak at great length and remain structurally simple, and it is also possible to be pithily complex.


Integrative complexity coding is difficult, in large part, because it does not rely on simple “content-counting rules” of the sort that some other content analytic approaches employ (e.g., Axelrod, 1976; Hermann, 1980).  Assessing integrative complexity requires the judgment of trained coders, who may have to make subtle inferences about the intended meaning of speakers.  Coders often make difficult judgments concerning whether differentiation or integration exists in particular statements.


For example, it is frequently difficult to say whether a qualification to an absolute rule has been sufficiently worked out to constitute an alternative or fully differentiated perspective.  Passages may fall in the fuzzy boundary zone between scale values.  Such cases frequently lead to the assignment of the “transition scores” 2, 4, or 6, indicating implicit as opposed to explicit differentiation or integration.  It is not unusual for well-trained coders to disagree over score assignments for boundary-zone cases, although the disagreements should rarely exceed 1 point.


Coders must keep in mind several important aspects of the integrative complexity coding system.  First, the system focuses on structure rather than content.  There is no built-in bias for or against any particular position.  One can advance simple or complex arguments for any of a variety of viewpoints – for example, in favor of or in opposition to abortion, capital punishment, higher military spending, higher taxes, state control of the economy, the artistic status of computer-colored film, abolition of the Olympics, papal infallibility, and so on.  The integrative complexity of a person’s thoughts on an issue is determined not by the specific beliefs he or she endorses, but by the conceptual structure underlying the positions taken.


Second, it is essential not to allow the coder’s personal preferences or biases on an issue influence the conceptual assessment of a statement.  Passages that take controversial moral or political stands may often challenge a coder’s objectivity.  In such cases, coders may be tempted to score passages with which they agree more highly than passages with which they disagree.  Coders should keep in mind that the conceptual structure of the reasoning, and not the content, is being assessed here
.


Third, and as a corollary to the above point, the coder should not assume that it is always “better” to be more complex.  Being complex in one’s thinking is no guarantee of being correct.  Indeed, it is not hard to identify examples of statements that are highly complex and, in hindsight, “obviously wrong” (e.g., some of the arguments of those who favoured the appeasement of Nazi Germany prior to 1939).  It is also not hard to identify examples of highly complex arguments that, given contemporary norms, are “obviously immoral” (e.g., the arguments of anti-abolitionists in pre-Civil War America; the arguments of 19th century classical economic theorists against public assistance for starving children).  The integrative complexity coding system does not rest on assumptions concerning the logical, pragmatic or ethical superiority of any particular school of thought.


A variety of approaches exist for the generation (or the designation) of material that may be coded for integrative complexity.  In essence, these approaches fall along a continuum of experimenter control and range from high (i.e., the Paragraph Completion Test – PCT) to low (archival documents).


The PCT was the method of choice in the early years of complexity research.  For the PCT people were asked to complete six sentence stems (i.e., write six paragraphs) addressing important domains of the decision-making environment (e.g., “When I am criticized . . .” “When I don’t know what to do . . .” “Rules . . .”).  Typically 1-2 minutes were allocated per completion.  Subsequent variations on these instructions modified the specific topics, as well as the number of paragraphs to be written, and lengthened the amount of time allowed per stem.


A significant variation was the provision of a single topic on which people were asked to write an essay.  For example, de Vries and Walker (1987) had participants write an essay on capital punishment and de Vries (1988) had individuals respond to the question “Who am I?”. Tasks of this sort, when material is being generated, require instructions that ensure the respondents evaluate the materials on which they are writing and do not merely provide descriptive accounts, which are unscorable.


Researchers must be vigilant when selecting samples of interview data (e.g., de Vries, 1988) and archival documents (e.g., Suedfeld & Rank, 1976; Tetlock, 1981), because these materials often contain unscorable descriptive paragraphs.  In spite of this, unscorable paragraphs represent only a small fraction of the total (e.g., less than 1% in de Vries’s 1988 study).


Equally important, the range of research applications has expanded enormously.  Assessment of cognitive structure is no longer confined to paper-and-pencil tests administered under controlled conditions to college undergraduates.  Researchers have developed coding procedures for inferring cognitive structure that can now be applied to a wide array of both archival records and free-response protocols obtained in experiments.  Research to date has examined the writings and speeches of revolutionary leaders (Suedfeld & Rank, 1976), diplomatic communications in international crises (Raphael, 1982; Suedfeld & Tetlock, 1977; Suedfeld, Tetlock, & Ramirez, 1977; Tetlock, 1985), experimental thought protocols in studies of attitude change and social perception (Tetlock, 1983; Tetlock & Kim, 1987), magazine editorials (Suedfeld, 1985), Supreme Court opinions (Tetlock, Bernzweig, & Gallant, 1985), senatorial speeches (Tetlock, Hannum, & Micheletti, 1984), interviews with members of the British House of Commons (Tetlock, 1984), personal letters (Porter & Suedfeld, 1981; Suedfeld & Piedrahita, 1984), and policy statements by U.S. Presidents (Tetlock, 1981), First Secretaries of the Communist Party of the Soviet Union (Tetlock, 1985; Tetlock & McGuire, 1984; Tetlock & Boettger, 1988), and Canadian Prime Ministers (Ballard, 1983).


Comparisons of data-generating techniques such as PCT, essays, or guided interviews show only minor variations in mean complexity scores.  In general, higher complexity scores are found in material that has been generated after some thought or planning has taken place and under conditions of little or no time constraint.  Lower complexity scores are found in material that was generated with little prior thought and under strict time-limiting conditions.  Written accounts tend to have higher scores than verbal material (i.e., transcriptions of interviews).


In the scoring of prepared speeches, the question of who actually wrote the material – and therefore, of whose complexity is being assessed – appears to pose a problem for the validity of the score.  However, there is reason to believe that (at least in the case of important speeches) “ghost-written” materials are not accepted for presentation unless they reflect the complexity of the speaker.  For example, Ballard (unpublished Master’s thesis) found no difference in mean complexity between prepared and spontaneous speeches given by Canadian Prime Ministers.  Thus, the problem may not be as serious as has been feared.  Nevertheless, it is obviously preferable to score passages known to have been really written by the purported source (unless the goal is to obtain a score for an identified group – e.g., the Cabinet, advisors to the President, etc. – rather than an individual).


Evidence for age and sex differences in integrative complexity is mixed.  Porter and Suedfeld (1981) and de Vries and Walker (1988) found increases in complexity across the life-span (but only up to a point) and over various age groups.  De Vries (1988), however, found older participants to be more simplistic than younger participants.  Each sex has been found to be higher in complexity in one or more studies (for example, males:  Suedfeld & Piedrahita, 1984; females:  Hunt & Dopyesa, 1966) and no sex differences have been found in still others (de Vries & Walker, 1988; Russell & Sondilonds, 1973).


Implicit in the idea that verbal material can be scored for integrative complexity is the assumption that the source/author is linguistically competent.  Otherwise, people who lack the ability to express themselves adequately in whatever language they are using may receive an invalid complexity score.  Scores of English translations, incidentally, do not differ from the scores assigned to the same passage in the original language.


In integrative complexity the basic scoring unit refers to a section of material that focuses on one idea.  Usually, but not always, this scorable unit consists of a single paragraph.  Occasionally in the original material a large paragraph may be broken into two or more scorable units, with each having a single idea.  On the other hand, several paragraphs in the original material may be collapsed into one scorable unit.  Throughout the manual we refer to the scorable unit as a paragraph.


The first step in sampling paragraphs from archival material is to identify the complete pool of available and scorable paragraphs (see Unscorables section).  From this pool at least five paragraphs should then be randomly chosen.  The mean of these five scores represents the complexity score typically used in analyses.  In the case of experimentally generated material, individuals should be instructed to generate at least five paragraphs so that the mean of the five can be calculated to determine the individual's score.


We have found that mean complexity scores vary not only as a function of situational variables, but also as a function of the type of population from which the samples are selected.  For example, we found the mean complexity score in random college samples to be approximately 2.  This differs In specialized samples:  e.g., the mean complexity score was closer to 4 in materials from U.S. Supreme Court justices.


Paragraphs should be scored in random order such that all material from one source or one person is not scored sequentially.  Names, gender, condition (in the case of experimental materials), and people or place names (in the case of archival materials) should be deleted from the paragraphs.


The person who is coding the data set should be familiar with the topics expressed in the paragraphs but need not be an expert.  This is expecially relevant when coding archival material of an historical or political nature when knowledge of certain people and events may allow the coder to see different perspectives than would be obvious to a naïve coder.


The basic qualification for becoming a trained complexity coder is to reach a correlation of at least .85 with an expert coder, although we recommend that prospective coders should reach a percentage agreement of 85% in order to be considered qualified coders themselves
. These criteria have been difficult to meet without repeated practice and feedback from trained coders over a period of time.  Learning to score texts for integrative complexity has traditionally occurred in lengthy workshop training sessions lasting several days and involving detailed examination of problematic cases and group discussion of scoring decisions.  This manual is designed to enable people to score integrative complexity by presenting detailed criteria for assigning each value on the 7-point scale.  Although it is a good idea to discuss the issues raised in the Manual with other researchers and to compare the scores assigned by prospective coders to given paragraphs, we hope that the Manual is sufficiently self-explanatory to permit new scorers to reach high levels of reliability without prolonged workshops.

UNSCORABLE TEXTS

The identification and deletion of unscorable statements prior to selecting the final sample ensures the efficient use of the expert coder's time.  Individuals who select the statements to be scored need not be reliable coders themselves, but should at a minimum understand this section on “Unscorables”.  Such knowledge will prevent the sample from being overloaded with unscorable material.  Despite screening precautions, it should be realized that some statements in the sample will inevitably be judged unscorable.  In coding, such paragraphs should be marked “X” and deleted from further data analyses.

General Explanation

The main characteristic of an unscorable paragraph is that the author's rule structure for drawing inferences or making decisions is not evident.  There are many reasons why the underlying rule structure might be obscure.  We outline these reasons below.

Specific Indicators
1.
Clichés:

A paragraph is unscorable if it consists solely of cryptic or glib remarks (e.g., Who cares?  So what?) or of clichés (e.g., A stitch in time saves nine; A penny saved is a penny earned).  The coder must distinguish, however, between clichés with no conceptual substance (Unscorable) and pointed remarks which often indicate that the author is relying on an absolute or categorical rule structure (Score 1). Coders should study the context in which the remark appears to judge whether or not it is scorable.

2.
Satire and Sarcasm

When there is considerable ambiguity about either the object or thrust of a satirical passage, the passage is deemed unscorable.  Expert knowledge – of the historical context and intent of the author – can, of course, reduce such ambiguity to permit complexity coding under some circumstances.  The role such expert knowledge has played in the coding process must be made clear in justifying the assigned score.

3.
Quotations

Scoring a paragraph that consists primarily of quotations may shed more light on the rule structure of the quotation than on that of the paragraph being scored.  Such paragraphs should generally not be scored if one's goal is to draw inferences about the conceptual structure of the author of the paragraph and not the source of the quotations.  The key exception to this methodological rule is when the author comments on the quotations in sufficient detail to reveal the nature of his or her own thinking on the issue.

4.
Definitions

If a paragraph consists only of a definition of an event, object, idea, procedure, etc., it is unscorable (e.g., “A bachelor is an unmarried man”).  Note, however, that definitions which stray beyond the literal meaning of concepts quickly become scorable (e.g., “A bachelor is a sly old fish, too cunning for the hook”, or “A bachelor is an incomplete animal who resembles the odd half of a pair of scissors”).  These latter “definitions” have a large component of evaluation and interpretation, and can be scored. (Both would receive a scale value of 1).

5.
Descriptions

When a paragraph is purely descriptive (i.e., it merely reports the occurrence of events and provides minimal clues concerning the author’s perspective on those events), that paragraph is considered unscorable.  Thus, a statement such as the following would be judged unscorable: “Mr. Reagan and Mr. Gorbachev met for four hours in Reykjavik and engaged in detailed discussion of a number of issues of mutual concern, including reductions in intermediate-range nuclear forces in Europe and Asia, and in reductions in strategic nuclear forces.  They also discussed a number of regional conflicts.”


There is, it should be stressed, no neat, non-arbitrary line that divides description on the one hand from evaluation and interpretation on the other.  The above statement, for example, becomes scorable by merely inserting a few key terms (e.g., “Mr. Reagan and Mr. Gorbachev engaged in detailed, sometimes acrimonious but often constructive discussions”).  The revised statement is scorable because it offers a differentiated assessment of the discussions between the two leaders and does not merely mechanically recite a list of issues that were discussed.  When research staff responsible for screening statements are in doubt over whether a passage is purely descriptive (and some doubt is inevitable in this philosophically treacherous territory), they should include the statement in the sample for complexity coding.

6.
Breakdowns in Understanding

Any paragraph that the reader cannot understand obviously cannot be scored.  Breakdowns in understanding may arise for many reasons.  As an extreme example, coders may have difficulty understanding the responses of the mentally incompetent or deranged (e.g., “word salad” responses in interviews with schizophrenics).  Coders may also decide to categorize a passage as unscorable if it requires a great deal of special knowledge which they do not possess (e.g., material drawn from Finnegan’s Wake or from scientific papers), or if it cannot be adequately understood out of context or without references to other parts of the document.  If necessary, such materials may be made scorable by modifying the traditional reliance on the paragraph as the fundamental unit of analysis.


These judgments sometimes hinge on fine distinctions.  It is often important to pose questions of the following sort:  How does one determine whether a passage is truly lacking in conceptual structure rather than being the result of some subtle, extremely idiosyncratic “private language”?  How does one decide that a particular group of coders possesses sufficient expertise to assess the conceptual structure underlying a given body of material?  And how does one judge whether taking a given passage out of context is so misleading that the passage should not be scored?  For many practical measurement purposes, the answers will be fairly obvious:  literate, well-educated coders familiar with the cultural, historical and intellectual context will quite readily agree on what is and is not scorable.  Controversial cases will, however, arise.  In such cases, particularly when eliminating the material as unscorable would seriously hamper the research, it is especially important to be explicit about the preconceptions and background knowledge that the coders bring to the task.

7.
Scorer Uncertainty

Occasionally the coder cannot decide which of two scores to assign to a paragraph.  If the mathematical difference between them is 2 or greater, the paragraph should be categorized as unscorable and discarded.  If the difference is less than 2, other qualified coders should be consulted.  If no consensus is reached, the mean of the two possible scores can be assigned or the paragraph may be discarded 

�This Manual is based on previous versions developed by research teams at the University of British Columbia and the University of California (Berkeley).  The order of authors is alphabetical.


� Researchers may, however, want to take additional precautions, such as ensuring that coders with different political preferences agree in their complexity score assignments and following double-blind scoring procedures in which coders are kept unaware of both the hypotheses being tested and the sources of the texts being analyzed.  Coder bias is as serious a potential threat to the validity of archival research designs as experimenter expectancy is to laboratory designs.


� The percentage agreement index is in one critical respect a much stricter reliability standard than the correlation index.  It is possible to have a perfect correlation (+1.0) and zero percent agreement.  The correlation coefficient measures the degree to which independent coders change their score assignments in the same direction and to the same degree across paragraphs.  Two coders could be perfectly positively correlated but never actually agree (e.g., scores of (2,3), (3,4), (5,6), (1,2) across 4 paragraphs for 2 coders).  Perfect percent agreement, on the other hand, also means perfect correlational agreement: e.g., scores of (2,2), (3,3), (5,5), (1,1) across 4 paragraphs for 2 coders.





